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INTRODUCTION

Discord is a global voice, video, and text communications platform. Our mission is to be the best
place for friends to talk and hang out before, during, and after gaming.

Unlike social media platforms, Discord users are in control of their experience—they decide with
whom they interact and what communities they join (or leave) at any time. Discord users have
no public profile. There is no feed, no endless scrolling, no counting of likes, and no “going
viral.” Discord is not a service designed to maximize engagement by an algorithm picking and
choosing the content users see; rather, Discord emphasizes real-time interaction and
connection among friends.

Additionally, Discord’s business model differentiates our service from social media platforms.
Discord is free to use for everyone. Our primary sources of revenue are the sales of 1)
subscriptions that provide users the ability to upload and send larger files with their messages
and stream video in high definition, and 2) digital goods that allow users to personalize their
user experience by using custom emoji and digital stickers in conversations with others.

DESCRIPTION OF THE PLATFORM’S POLICIES FOR CONTENT
(a) The current version of the terms of service of the social media platform.

Discord’s Terms of Service are available at https://discord.com/terms. The Terms of
Service also mcorporate Discord’'s Community Guidelines, Privacy Policy, and other

policies and terms.’

(b) If a social media company has filed its first report, a complete and detailed
description of any changes to the terms of service since the previous report.

Discord’s Terms of Service (incorporating its Community Guidelines, Privacy Policy, and
other policies and terms) were updated on September 29, 2025. Detailed descriptions of
the changes to the terms of service were published to Discord’s Help Center and to
Discord’s Safety Center on August 29, 2025.2 Past versions of Discord’s terms of service
can be accessed online at our Terms of Service and Policy Archive.?

1 https://discord.com/guidelines; https:/discord.com/privac
2 https://support.discord.com/hc/en-us/articles/4469963531415-Terms-of-Service-Updates;

https://discord.com/safety/important-policy-updates
3 https://discord.com/archive
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(c) A statement of whether the current version of the terms of service defines each of
the following categories of content, and, if so, the definitions of those categories,
including any subcategories:

Discord’'s Community Guidelines address the following categories, although those
Guidelines do not map precisely onto those categories.*

(i) hate speech or racism;

Discord’s Community Guidelines, as incorporated in the Terms of Service, state:
“Do not use hate speech or engage in other hateful conduct. This includes the
use of hate symbols, imagery, and claims that deny the history of mass human
atrocities.

We consider hate speech to be any form of expression that either attacks other
people or promotes hatred or violence against them based on their protected
characteristics.”

(ii) extremism or radicalization;

Discord’s Community Guidelines, as incorporated in the Terms of Service, state:
“Do not organize, promote, or support violent extremism. This also includes
coordinating violent acts; glorifying or promoting violence or the perpetrators of
violent acts; and promoting conspiracy theories that could encourage or incite
violence against others.”

(iii)  disinformation or misinformation;

Discord’s Community Guidelines, as incorporated in the Terms of Service, state:
“Do not share false or misleading information (otherwise known as
misinformation). Content that is false, misleading, and can lead to significant risk
of physical or societal harm may not be shared on Discord. We may remove
content if we reasonably believe its spread could result in damage to physical
infrastructure, injury of others, obstruction of participation in civic processes, or
the endangerment of public health.”

More generally, the Guidelines also state: “Do not misrepresent your identity on
Discord in a deceptive or harmful way. This includes creating fake profiles and
attempts to impersonate an individual, group, or organization.”

(iv) harassment; and/or

Discord’s Community Guidelines, as incorporated in the Terms of Service, state:
“Do not promote, coordinate, or engage in harassment. We do not allow any type
of harassing behavior, including sexual harassment, ban or block evasion, or
coordinating server joins for the purpose of harassing server members, also

4 hitps://discord.com/guidelines
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referred to as ‘server raiding.”
More generally, the Guidelines also state:

e “Do not threaten to harm another individual or group of people. This
includes direct, indirect, and suggestive threats.”

e “Do not share or threaten to share the personally identifiable information
(PII) of an individual without consent. This includes providing services that
facilitate doxxing, such as buying or selling doxxes or compiling doxxes
for others.”

e “Do not upload or share any material depicting violence, gore, or animal
cruelty, especially with the intention to harass or shock others.”

(v) foreign political interference.

This category is not explicitly addressed in Discord’s Terms of Service or
Community Guidelines. However, as noted above in answer to (iii), the
Guidelines state:

e “Do not misrepresent your identity on Discord in a deceptive or harmful
way. This includes creating fake profiles and attempts to impersonate an
individual, group, or organization.”

(d) A detailed description of content moderation practices used by the social media
company for that platform, including, but not limited to, all of the following:

Discord provides more information about our approach to safety and the enforcement of
our Community Guidelines in the Discord Policy Hub, a resource for users that houses
in-depth policy explainers across a range of topics.®

(i) any existing policies intended to address the categories of content
described in paragraph (c) of this subdivision;

Discord’s Hateful Conduct Policy is intended to address hate speech and
racism.®

“‘Hate Speech: We want Discord to be a safe and positive place where people
build meaningful connections around the joy of playing games. As part of our
goal to promote acceptance and inclusivity, we prohibit hate speech,
discrimination, and prejudice.

We don't allow hateful conduct or the use of hate speech while on Discord. This
includes hate symbols and denial of historical mass atrocities. We define hate
speech as any expression that degrades, vilifies, or dehumanizes individuals,

5 https://discord.com/safety-policies
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incites hostility towards specific groups, or promotes harm based on protected
characteristics.

Protected characteristics at Discord include: Age; Caste; Color; Disability;
Ethnicity; Family responsibilities; Gender and gender identity; Housing status;
National origin; Race; Refugee or immigration status; Religious affiliation; Serious
illness; Sex; Sexual orientation; Socioeconomic status; Source of income; Status
as a victim of domestic violence, sexual violence, or stalking; Weight and size.

We may grant exceptions to this policy in instances of reclaimed language, satire,
or for educational or documentary purposes. However, any use of satire must be
obvious, and we will not allow users to deflect blame retroactively by claiming
their statements were made ironically or as a joke.

For example, you may not post, share, or engage in:

e Expressing contempt, loathing, or disgust towards members of protected
groups based on their inherent characteristics

e Dehumanizing individuals based on their belonging to protected groups

Perpetuating negative stereotypes about protected groups

e Using slurs to degrade and demean individuals or groups

o This includes intentionally deadnaming or misgendering a
transgender person

e Threatening, glorifying, or promoting physical harm against members of
protected groups

e Claiming that a protected group is inherently inferior due to perceived
deficiencies

e Calling for exclusion, segregation, or discrimination against protected
groups

e Spreading unfounded claims about protected groups to incite fear,
hostility, or violence

e Denying well-documented mass human atrocities or casting doubt on
their occurrence”

Hate Symbols and Imagery: Hate symbols or imagery are also not allowed on
Discord. This policy extends to all images uploaded or shared on Discord,
including those shared in profiles, channels, servers, and Apps.

Hate symbols include acronyms, numbers, phrases, logos, flags, gestures, or any
other symbols used to promote or incite hatred, threats, discrimination, or
violence against other people based on protected characteristics. Symbols that
represent supremacy of one group over another are also disallowed.

We may grant exceptions in instances where hate symbols are shared for
educational, historical, newsworthy, or culturally appropriate and non-hateful
purposes.

For example, you may not post, share, or engage in:

Sharing any symbols or imagery that:



e Target an individual, group, or community based on their protected
characteristic(s), as a means to harass, threaten, or harm them

e Incite fear, hatred, discrimination, or violence against a protected group

e Represent or claim the supremacy of one protected group over another

e Glorify violence against individuals or groups based on their protected
characteristics

e Deny the occurrence of a violent event, such as the Holocaust”

Discord’s Violent Extremism Policy is intended to address extremism or
radicalization.”

“At Discord, we take a firm stance against violent extremism. We do not tolerate
the presence or activities of violent extremist organizations. Users are not
allowed to use Discord to organize, promote, or support violent extremist
organizations, activities, or beliefs. The term violent extremist organization
describes groups that promote a political, ideological, or religious agenda and
tolerate, advocate for, or use violence to achieve their goals.

This policy covers a wide range of actors, such as terrorist groups, violent
extremist organizations, and violent hate groups. We also include informal groups
or networks, as well as paramilitary and non-state armed groups, that are
organized around extremist beliefs under this policy.

Even if not associated with a violent extremist group, users may not share or
promote content associated with these groups or content that advocates for
violent extremist beliefs on Discord.

As one of the highest-harm areas of abuse, violent extremist organizing is also
subject to our Off-Platform Behaviors Policy.?

For example, you may not post, share, or engage in:

e Coordinating users, either on or off Discord, to participate in activities that
support or promote a violent extremist organization
o This includes attempts to fundraise for or provide donations to
violent extremist organizations, groups, or movements
o This also includes harassing, doxxing (revealing personal
information without consent), or attacking others on behalf of a
violent extremist group or in support of violent extremist beliefs
e Recruiting individuals to join a violent extremist group, organization, or
movement
e Posting propaganda, promotional materials, or other content associated
with violent extremist groups, movements, or figures
e Sharing conspiracy theories or maliciously manipulated media content in
an effort to support a violent extremist group or belief
e Praising, justifying, or otherwise supporting the actions or activities of
violent extremist organizations, groups, or movements

7 https://discord.com/safety/violent-extremism-policy-explainer
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e Representing or claiming to represent a violent extremist organization or

group
e Other similar behaviors”

Discord’s Misinformation Policy is intended to address disinformation or
misinformation.®

“Health Misinformation: At Discord, we are committed to creating a safe online
environment and preventing harm. We do not allow the promotion or organization
of communities that share false or misleading health information that is likely to
result in harm. This includes anti-vaccination claims, dangerous and unsupported
treatments for health issues, distortion of disease information, and any content
that may negatively impact resolving public health emergencies. We rely on
credible sources for accurate health information—including the World Health
Organization (WHO) and the Centers for Disease Control and Prevention (CDC).

While users can share their own personal health experiences on Discord, we
prohibit false or misleading health information that is likely to result in harm.

For example, you may not post, share, or engage in:
Making false or misleading statements about:

e The safety, side effects, or effectiveness of vaccines

e \accine ingredients, development, or approval

Medically unsupported and dangerous treatments for health-related
issues

The existence or prevalence of a disease

The transmission or symptoms of a disease

Health guidance, advisories, or mandates

The availability or eligibility for health services

Implying a health conspiracy by malicious forces

Civic Disruption: We are committed to upholding the integrity of civic processes
and doing our part to ensure a fair and democratic environment around the world.
We don’t allow the posting, promotion, or organization of communities that share
false or misleading claims that could disrupt or undermine the civic processes. In
addition, we do not tolerate the promotion or organization of attempts to
intimidate voters or activities that suppress civic participation.

A civic process is any procedure run by governments or international political
institutions that relies on public participation to make a decision or reach
outcomes that impact our society. Examples of civic processes include elections,
referendums, and censuses.

We will remove harmful misinformation about civic processes when we become
aware of it.

% https://discord.com/safety/misinformation-policy-explainer
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For example, you may not post, share, or engage in:

Providing false or misleading information or making false or misleading claims
about:

e The event details of a civic process, including time, date, and location of a
civic process
e Requirements for participation in a civic process, including who can
participate; the information that must be provided; and the materials
required for participation
e How to participate in a civic process, including claims that prompt
individuals to incorrectly fill out or submit a ballot
e Candidate eligibility or requirements for election, including false claims
about age and citizenship requirements; claims about whether a
candidate is running for office; and, misinformation about their eligibility
e The results or outcome of a civic process, both before and after results
have been certified
e The integrity of a civic process—specifically, around issues that could
delegitimize results or undermine faith in public institutions
o This includes false accusations of ballot tampering, voter fraud
(e.g., non-citizen voting), voter machine errors, and other forms of
illegal election rigging
e Making false or misleading claims that could suppress participation in a
civic process, including claims about disruptions at polling places; and,
statements about the length of lines, police presence, and public health or
safety issues
e Supporting, calling for, or coordinating:
o forms of fraudulent participation in a civic process
o efforts to intimidate participants in a civic process
e Organizing unlawful efforts to disrupt the implementation of the results of
a civic process”

Dj rd’s Bullving, Harassment, and Threats Policy is inten r
harassment. "

“‘Bullying and Harassment: At Discord, we are committed to fostering a positive
and inclusive environment for all users, which is why we take a firm stance
against bullying and harassment. Bullying and harassment are defined as
intentional actions meant to cause distress or intimidate individuals. This
behavior can have serious consequences and cause lasting harm to both victims
and witnesses. We strive to maintain a welcoming community on Discord and
expect all users to interact respectfully with one another.

For example, you may not post, share, or engage in:
e Sexual harassment, which includes sending unwelcome or unwanted

sexual content to an individual or unwanted sexualization of another
individual

10 https://discord.com/safety/bullying-harassment-threats-policy-explainer


https://discord.com/safety/bullying-harassment-threats-policy-explainer
https://discord.com/safety/bullying-harassment-threats-policy-explainer

e Disclosing an individual's sexual orientation or gender identity without the
individual’s consent

Calling for the suicide or self-harm of others

Coordinating off-platform harassment

Organizing or participating in server raids™

Statements of disrespect that attempt to humiliate an individual

Posting content with the intent to cause disgust, anger, or fear, including
content that mocks the death of an individual

Threats: We have a strict policy against any form of threats towards others. This
includes threats of physical attacks, emotional suffering, reputational damage,
and any hostile actions intended to cause pain, loss, or injury. We may escalate
threats to law enforcement if we believe it is required to prevent immediate harm.

For example, you may not post, share, or engage in:

e Threatening to physically harm another individual or group of people

e Threatening to hack another individual's account, network, or system

e Threatening to reveal another individual’s Personally Identifiable
Information (PIl), such as a name, home address, Social Security number,
and any other sensitive data

e Threatening to reveal another individual’s private sexual content”

Discord does not have a policy directly addressing foreign political interference.

(ii) how automated content moderation systems enforce terms of service of
the social media platform and when these systems involve human review;

Discord proactively enforces our Community Guidelines through a mix of
human-powered and technical solutions. Discord prioritizes removal of the
highest harm content and behavior such as child sexual exploitation and violent
extremism. We invest heavily in these proactive efforts to help detect and remove
abuse before it is encountered by others. We do this by using advanced tooling,
machine learning, and specialized teams, and partnering with external industry
experts. If we identify a violation, we then determine the appropriate intervention
based on the content or conduct and take action such as removing the content or
suspending a user account.” The result of our actions are conveyed to users
through our Warning System.™

These efforts, which are dynamic and iterated continually in order to respond to
new and changing risks, currently include the tools and measures outlined below.

e Image Detection and Machine Learning: Discord uses PhotoDNA and
PDQ hashes—tools that utilize hash databases of known child sexual

" hitps://support.discord.com/hc/en-us/articles/1098912122063 1-How-to-Protect-Your-Server-from-Raids-101
12 hitps://discord.com/safety/360044159011-what-actions-we-take
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abuse material (“CSAM”)—to proactively scan images uploaded to our
service in order to detect and report CSAM content and perpetrators to
the National Center for Missing and Exploited Children (“NCMEC”), which
subsequently works with local law enforcement to take appropriate action.
These proactive measures are deployed in smaller servers and DMs just
as they are deployed in large group spaces on our service. In addition to
hash matching, Discord uses internally developed tools (including
machine learning techniques) and works with industry partners (including
peer companies, non-profits, and researchers) to detect CSAM
distribution. In addition to our use of industry standard tools to detect and
remove known CSAM, Discord invests in developing innovative
technologies to proactively identify novel CSAM images that have not
previously been detected and so do not appear in available hash
databases. We also invest in new ways to detect the exploitation of
minors (such as child sexual exploitation and abuse, CSAM, and
grooming).

e Machine Learning Tools: Discord also uses Machine Learning in
targeted ways to help identify potential malicious use (including CSAM
distribution, but also other types of use that present significant safety
concerns) at the server, channel, and user registration level to identify
potential bad actors or groups for further human review. For example,
Discord uses various internal tools to analyze user traffic, keyword
searches, user data signals, and other network behavior in order to
proactively identify high harm content. We also have internal tools that
identify new accounts belonging to previously banned users to prevent
those users from rejoining the service.

e Trust & Safety Specialists: Discord’s Trust & Safety experts are trained
to recognize harmful content, and we have teams of specialists dedicated
to reviewing categories of content that we have designated as “high
harm,” such as child sexual exploitation, violent extremism, and
cybercrime. Our experts on extremism and cybercrime identify users and
networks of users dedicated to harmful activity. These teams utilize both
machine learning and human review to proactively detect bad actors and
networks of bad actors before they can proliferate.

e Community Moderation & AutoMod: Discord allows individual
community administrators and volunteer community moderators to
establish rules that supplement—but do not supplant—the Community
Guidelines, and they may remove additional content at their own
discretion. For example, the owner of a server devoted to dogs can limit
posts by users asserting the superiority of cats, and vice-versa. This type
of supplemental moderation is in addition to, and not instead of, Discord’s
application of the Terms of Service and Community Guidelines conducted
on the service. Community administrators and moderators have access to
an auto-moderation tool, called AutoMod, which provides access to
content filters that enable the automatic detection and blocking of content
before it is posted.™ The purpose of AutoMod is to make it easier and less

'4 https://discord .com/safety/auto-moderation-in-discord
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work for community administrators and volunteer community moderators
to enforce their own rules. For example, AutoMod can be used to set up
Keyword Filters, which automatically detect and block messages
containing specific words or phrases that community administrators and
volunteer community moderators find harmful to their Community.

e Teen Safety Features: In addition to the measures we've outlined above,
we add layers of protection for teen users because we believe in
protecting the most vulnerable populations on Discord.

o Discord’s Teen Safety Assist is a series of features designed to
help keep teens safe on our service, including Sensitive Content
Filters, which can detect and automatically blur potentially
sensitive image-based media sent to teens in DMs, GDMs, and in
servers."™ The filters do not detect sensitive content in videos.
Blurring is enabled by default for teen users both in DMs and
GDMs with friends and in servers. In DMs and GDMs with
non-friends, potentially sensitive image-based media is blocked by
default for teen users (meaning the intended recipient is not aware
that an image flagged by the filter was sent to them). This feature
is also available to adult users, who can turn this feature on in
their Settings.

o Safety Alerts on Senders is a tool designed in collaboration with
the child safety non-profit, Thorn, that alerts teen users on Discord
when a conversation is potentially unwanted.'® This feature is on
by default for teen users and helps determine when a DM sent to
a teen from an unfamiliar user should trigger the delivery of a
safety alert to the teen recipient. The alert encourages teens to
think carefully before replying to messages from strangers, allows
teen users to block new and unfamiliar senders, and provides a
link to safety tips for how teens can best protect themselves
online.

(iii) how the social media company responds to user reports of violations of the
terms of service;

When Discord becomes aware of content that violates our Community Guidelines
or Terms of Service, our Safety team reviews and takes the necessary
enforcement actions, including: removing content, warning users, warning
servers, disabling user accounts, removing servers, and when appropriate,
engaging with the proper authorities.

In addition to the proactive enforcement measures described above, our Safety
team processes user reports for violative behavior. The team also works with
external vendors and third-party tools that monitor media and other platforms that
can help us identify harmful content or behavior on Discord. Discord users are
encouraged to report content that violates its policies.

'8 hitps://discord.com/safety/safer-place-for-teens
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(iv)

(v)

All users have the ability to report behavior to Discord."” Users may report
content they suspect to violate Discord’s Community Guidelines in DMs, GDMs,
and within servers. The in-app reporting functionality is accessed directly from
the message the user wishes to report, and users are prompted to explain why
that message is problematic. Users may also report user profiles.

User reports are processed by our Safety team for violative behavior so we can
take enforcement actions where appropriate. Once reports are submitted, they
are routed internally to the appropriate team. Users can access detailed
information about the reporting process, including how their reports are
managed, what information will be shared, and indicative timelines that outline
when they can expect a resolution, in Discord’s Help Center.'® lllegal content
reports may be processed first by machine learning algorithms and then
prioritized for human review. Other reports may be processed fully by machine
learning or routed directly to agents.

Reports concerning the highest harm material, including reports of CSAM or
inappropriate contact with a minor, are prioritized for review and enforcement. In
certain circumstances, reports are escalated to dedicated investigations teams,
which are empowered not just to investigate specific infractions, but to conduct
wider investigations and refer users to law enforcement agencies as appropriate.

how the social media company would remove individual pieces of content,
users, or groups that violate the terms of service, or take broader action
against individual users or against groups of users that violate the terms of
service; and

Where it deems appropriate and pursuant to Discord’s Terms of Service and
Community Guidelines, Discord will remove content, warn users, ban users,
remove users from a server, ban a server, ban a server and all its members, or
impose alternative remedies where the circumstances warrant.

the languages in which the social media platform does not make terms of
service available, but does offer product features, including, but not limited
to, menus and prompts.

Discord makes features available in the following languages for which the Terms
of Service is available:

Bulgarian, Chinese (Simplified), Chinese (Taiwan), Croatian, Czech,
Danish, Dutch, English, English (UK), Finnish, French, German, Greek,
Hindi, Hungarian, Italian, Japanese, Korean, Lithuanian, Norwegian,
Polish, Portuguese (Brazilian), Romanian, Russian, Spanish (Spain),
Spanish (Latin America), Swedish, Thai, Turkish, Ukrainian, and
Vietnamese.

11
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Discord also makes features available in the following languages:

Bulgarian, Chinese (Simplified), Chinese (Taiwan), Croatian, Czech,
Danish, Dutch, English, English (UK), Finnish, French, German, Greek,
Hindi, Hungarian, Italian, Japanese, Korean, Lithuanian, Norwegian,
Polish, Portuguese (Brazilian), Romanian, Russian, Spanish (Spain),
Spanish (Latin America), Swedish, Thai, Turkish, Ukrainian, and
Vietnamese.

DESCRIPTION OF THE COMPANY’S RESPONSES TO VIOLATIONS
(e) (i) Information on content that was flagged by the social media company as content
belonging to any of the categories described in paragraph (c) of this subdivision,
including all of the following:
Discord does not track flagging or actioning by piece of content; rather, Discord tracks actions
against individual accounts, servers, and server members, and has provided those numbers
below.
(A) the total number of flagged items of content
As noted above, Discord tracks actions against individual accounts, servers, and server
members.
(B) the total number of actioned items of content;
Discord tracks actions against individual accounts, servers, and server members. The

data here is categorized by action taken globally: warnings (in turn divided by individual
accounts, servers, and server members), accounts disabled, and servers removed.

Individual Accounts Warned #

(A) Hate speech or racism 47,795
(B) Extremism or radicalization 755
(C) Disinformation or misinformation 5
(D) Harassment 24.441
(E) Foreign Political Interference N/A
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Servers Warned

(A) Hate speech or racism

926

(B) Extremism or radicalization

27

(C) Disinformation or misinformation

(D) Harassment

130

(E) Foreign Political Interference

N/A

Server Member Warnings

I

(A) Hate speech or racism

1,164

(B) Extremism or radicalization

28,494

(C) Disinformation or misinformation

(D) Harassment

662

(E) Foreign Political Interference

N/A

Accounts Disabled

I

(A) Hate speech or racism

279

(B) Extremism or radicalization

10,689

(C) Disinformation or misinformation

(D) Harassment

1,429

(E) Foreign Political Interference

N/A

Servers Removed Proactively

I

(A) Hate speech or racism

174

(B) Extremism or radicalization

782

(C) Disinformation or misinformation

(D) Harassment

423

(E) Foreign Political Interference

N/A
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Servers Removed Reactively #

(A) Hate speech or racism 22
(B) Extremism or radicalization 63
(C) Disinformation or misinformation 0
(D) Harassment 182
(E) Foreign Political Interference N/A
(A) Hate speech or racism 196
(B) Extremism or radicalization 845
(C) Disinformation or misinformation 1
(D) Harassment 605
(E) Foreign Political Interference N/A

(C) the total number of actioned items of content that resulted in action taken by the
social media company against the user or group of users responsible for the
content;

Please see above data.

(D) the total number of actioned items of content that were removed, demonetized, or
deprioritized by the social media company;
Discord does not algorithmically recommend content in this way and thus does not
demonetize or deprioritize content.

(E) the number of times actioned items of content were viewed or heard by users;
Discord does not track the number of times a user views a piece of content on the

platform or impressions on content, regardless of whether the content was deemed
violative of our Community Guidelines.

(F) the number of times actioned items of content were shared, and the number of
users that viewed or heard the content before it was actioned; and
Discord does not track the number of times a user shares a piece of content on the

platform or impressions on content, regardless of whether the content was deemed
violative of our Community Guidelines.
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(G) the number of times users appealed social media company actions taken on that
platform and the number of reversals of social media company actions on appeal
disaggregated by each type of action.

Account Action Reason Appeals Submitted Appeals Granted

(A) Hate speech or racism 10,742 644
(B) Extremism or radicalization 6,854 10
(C) Disinformation or misinformation 0 0
(D) Harassment 31,836 94
(E) Foreign Political Interference N/A N/A
Total (global data) 49,432 748

(ii) All information required by subparagraph (i) of this paragraph shall be disaggregated
into the following categories:

(A) the category of content, including any relevant categories described in paragraph
(c) of this subdivision;

Please see above data.

(B) the type of content, including, but not limited to, posts, livestreams, comments,
messages, profiles of users, or groups of users;
Discord does not track this information.

(C) the type of media of the content, including, but not limited to, text, images,
livestreams, and videos;
Discord does not track this information.

(D) how the content was flagged, including, but not limited to, flagged by company
employees or contractors, flagged by artificial intelligence software, flagged by
community moderators, flagged by civil society partners, and flagged by users;

and

Discord does not track this information.
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(E) how the content was actioned, including, but not limited to, actioned by company
employees or contractors, actioned by artificial intelligence software, actioned by
community moderators, actioned by civil society partners, and actioned by users.

Discord does not track this information beyond what is provided above.
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